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-------------------------------------------------------------------ABSTRACT--------------------------------------------------------------- 

The most precious field in digital image processing is diagnosing the internal activities of human body. Brain is one 

of the critical part in human body. In the current era cancer is a challenging in medical field. Identification of 

tumor in brain is very difficult. Segmentation is a kind of method in digital image processing used to divide the 

image into number of parts with specific regions. It is important to notice that resolution is the key factor in 

identification of tumors. In this paper we proposed efficient modified K-mean clustering along with triangular 

model for detection of brain tumor. Modified K-mean clustering includes image enhancement for clear detection 

of tumor using gradient profile sharpness. Further tumor is detected using triangular model. 
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1 INTRODUCTION 

Preprocessing is a practice to form a digital output of an 

image. To recognize object easier many number of image 
processing methods are available.  Digital and Analog are 
two methods which are used to process the image. To 
produce photographs and printouts Analog technique is 
used. To digitize the input image digitization method is 
applied in image processing. 
 

Medical imaging techniques such as Magnetic 
Resonance Imaging (MRI) and CT scan which is mostly 
depended on computer technology is used to find out 
interior parts of human. Due to the usage of radio pulses in 
MRI instead of X-rays which is used in case of CT scan, 
MRI is less harmful to human body when compared to CT 
scan. To view the third dimension of human body CT and 
Ultra MRI techniques are used in today's environment. 
 

1.1. BRAIN TUMOR: 
 

An unusual and unrestrained cell division is the main 
reason for creation of tumor in any part of the human 
body. A brain tumor[4]causes for growth of abnormal cells 
in the brain or close to the brain. There are different types 
of brain tumors: some of them are noncancerous known as 
benign which has no regular shape, and some of the brain 
tumors are cancerous known as malignant which has 
regular shape. Tumors can begin in the brain or it can 
begin in other parts of the body and spread to the brain. 
The tumor that begins in the brain are called major brain 
tumors and the tumors that spreads from other parts of the 
body are known as inferior or metastatic brain tumors. The 
growth of brain tumor varies greatly from one person to 
other. The effect of tumor on the functioning of the 
nervous system depends on the growth rate of the tumor 

and its location. According to that, the treatment options of 
brain tumor depend on type of the brain tumor, its size and 
location. 

 
Nearly 3000 children are identified with brain tumor in 
US. Almost half will die below five years, making it the 
most serious cancer among the children. Symptoms of 
brain tumor varies depending on the tumor location within 
the brain and tumor size. Sternness of symptoms does not 
depend on size of the tumor. A small tumor can cause 
severe symptoms. The common symptom of brain tumors 
is headache, but usually accompanied by another 
symptom. This paper deals about detection of malignant 
form of brain tumor. 

2. EXISTING METHOD 

Clustering technique playing key role in detection of 
tumors in MRI images[9], certain group of pixels 
represented as group with similar relationship called a 
cluster. Clustering[5] comes under unsupervised 
classification technique. It is named as unsupervised 
classification, because the code automatically classifies 
objects based on the given criteria of the user. In this 
method, segmentation[6][2] is done by K-Means 
clustering algorithm and morphological operations[11] are 
applied on that image to detect brain tumor from the MRI. 
The block diagram for existing method is as follows: 
 

 
Fig.1 Existing Block Diagram 
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The output of MRI scan is taken as input in this method. 

To avoid the noise if any, present in the image will be 
removed in the preprocessing stage by using median 
filters. Then K-means clustering algorithm is applied on 
the preprocessed image for the segmentation of an image. 
After applying K-Means clustering there is a possibility of 
occurrence of mis-clusters, to avoid them morphological 
filtering is applied to detect position and extent of the 
tumor[10]. 
 

2.1. Existing Algorithm 
 
The existing algorithm is as follows: 
1. Let us consider the input image is divided into 

x1,…, xM are N data points. 
2. Choose cluster centres from no.of clusters that is 

c1...ck. 
3. Calculate aloofness between each pixel and each 

cluster centre. 

4. J=|x୧ − c୨| is distance function where  i=1,…,N 
and  j=1,…,k, where |x୧ − c୨|,  denotes  absolute 

distancebetween x୧and c୨ from the respective 

clusters and data points. 

5. The relation xא C୨  if |x- c୨  |<|x-c୧| where  

i=1,2,…,k, and  i≠j,  
6. The  cluster centre is calculated and updated 

using  c୧ = ଵ୫i ∑ xxאci  , where  i=1,…,k, and  m୧  refers  number of objects in the dataset ,𝐶𝑖 
refers the centre of cluster . 

7. From Step 5 to Step 8 repeat the statements until 
convergence is met. 

8. There may be miss-clustered regions after 
segmentation to improve the performance in 
tumour detection morphological filter is applied. 

2.2. Limitations of existing method 
 
Due to low resolution in images[7] there is a 
possibility of missing the exact location  of tumor 
part. So improve the quality of image the low 
resolution image has to be converted into high 
resolution image. 

 
3. PROPOSED METHOD 

Super resolution based gradient profile sharpness is 
introduced in proposed method for single image. High 
resolution is achieved from low resolution images with 
super resolution. The high resolution images place a 
classical role in crucial situations such as remote sensing, 
medical imaging etc.. Down sampling is a procedure 
which produces high resolution to low resolution in super 
resolution[12] method. The super resolution techniques are 
classified into three types: 

 Interpolation based approach. 
 Learning based approach. 
 Reconstruction based approach. 

 

Interpolation based approach: It is a basic approach in 
super resolution method. By interpolation and by cubic are 
very popular approaches in practice with this approaches it 
is able to achieve fast computation speed. 
Learning based approach: This approach identifies details 
of loss of lofty frequency details in low resolution images 
and loss can be retrieved by using dictionary of image 
patch pairs. 
 
Reconstruction based approach: It enforces a constraint for 
down sampled version of high resolution images to be 
smoothed with respect to consistency of low resolution 
images. 
 
Sharp edges are always constructed with the help of large 
gradient magnitude while smooth edges are constructed 
with group of scattered pixels by using week magnitudes. 
The gradient profile[8] sharpness is represented in 
traditional method by using gcd model. It is a symmetric 
model with most of the edges even they are in complicated 
shapes. 
 
Existing K-mean cluster algorithm is considered to cluster 
the image for clear detection of tumor rather than other 
clustering algorithms i.e., c-mean, fuzzy etc., but it is also 
possible to consider other clustering algorithms for 
detection of tumor.  

 
3.1. Gradient Profile 

Gradient profiles are characterized centre pixels in 
image. In gradient field Zero-Crossing pixel is 
identified with local maximum by its gradient 
direction. ׏I = ሺδxI, δyIሻ = m. N⃗⃗  (1) ݉ = √ሺδxIሻଶ + ሺδyIሻଶ (2) ܰ⃗⃗ = arctanሺδxI δyI⁄ ሻ  (3) 
Image is convolve by discrete gradient operator to 

obtain δxI and δyI 
. 

3.2. Gradient Profile Sharpness 
After finding the gradient profile for image Gradient 
Profile Sharpness is applied. Sharpness of the gradient 
profile is estimated by square root of the variance of 
gradient profile. 
 𝜎(݌ሺݔ଴ሻ) = √∑ ௠ሺ௫ሻ௠ሺ௫బሻ ݀ܿଶሺݔଵݔ଴ሻ௫א𝑝ሺ௫బሻ  (4) 

Where ݉ሺݔ଴ሻ = ∑ ݉ሺݏሻ௦א𝑝ሺ௫బሻ  and ݀ܿሺݔଵݔ଴ሻ are the lengths of Gradient Profile Curve. 
 
Global optimization is applied to enforce better 
profile sharpness with this consistency is attained for 
gradient profiles. 
 

3.3. Profile Sharpness Distribution 

The natural images are acquired by focusing on 
foreground layer with this objects are sharped and 
textured. When object is out-off-focus they are 
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blurred automatically. To avoid this values of gradient 
profiles distributed among smaller values of natural 
images which implies to achieve better appearance to 
find the sharpness distribution density function is 
applied on natural images. 𝑔ݎሺ𝜎ሻ = 𝜎௦−ଵ ݎሺ݌ݔ݁) 𝜃⁄ ሻ) ሺܶሺ݇ሻ𝜃௦ሻ⁄  (5) 

3.4. Gradient Field Transformation 
The main aim of Gradient Field Transformation is that 
to estimate gradient field of the target image. Before 
transformation it is essential to study about gradient 
profile ps in the field of gradient profile pg. The target 
gradient profile is estimated through multiplying ps. 
The transformation ratio is calculated by using. ݎሺݏሻ = 𝑔ሺݔ; 𝜎௧, 𝜆௧ሻ 𝑔ሺݔ; 𝜎௦, 𝜆௦ሻ⁄  = ܿ. .ሻݐሺ𝛼ሺ𝜆−}݌ݔ݁ |݀ܿሺݔ; |଴ሻݔ 𝜎⁄ ሻ𝜆௧ݐ +ሺ𝛼ሺ𝜆ݏሻ. |݀ܿሺݔ; |଴ሻݔ 𝜎⁄  ሻ𝜆௦}(6)ݏ

In this c, x and x0 are the pixel and edge pixel of 
gradient profile r is the transform. 
 

3.5. K-Mean Clustering 
It is a unsupervised algorithm. The aim of this 
algorithm is to find groups in data. The no. of groups 
is represented with variable K. Depending on the 
features of Image. Algorithm assigns each pixel to the 
K groups iteratively. Depending on the similarity 
pixels are clustered. Each cluster is labelled with new 
group of pixels. 
 
Each centroid of cluster represents the features values. 
Basically this algorithm is implemented with 
following steps. 

 Data Assignment Step 
 Centroid Update Step 

 
Data Assignment Step: Each cluster is defined with a 
centroid. In this step, each data pixel is assigned to its 
near centroid depending on Squared Euclidean 
distance. For example ci is the collection of Centroid 
set C, then each data pixel is assigned to cluster based 
on Euclidean distance. 
 
Centroid Update Step: Centroids are recomputed by 
taking mean of all data pixels that are assigned to 
centroids cluster. 
 

3.6. Triangle Model 
The purpose of collinear implementation is to 
optimize number of contours[1] and eliminating 
contours that are very nearer to actual boundary. It is 
achieved by using centroid equation which is shown 
as below ܿ݁݊݋ݎݐ𝑖݀ ሺ𝐶ሻ = {∑ ௑𝑘𝑛𝑘=భ௡ , ∑ ௒𝑘𝑛𝑘=భ௡ } (7) 

 
The collinear equation is carried out from centre of 
the boundary and each contour is determine with the 
help of slope and intercept. Equation for slope and 
intercept are shown below ݕ = ݔݓ + ܾ (8) 

ሻݓሺ݁݌݋݈ݏ = ௡∑௫௬−∑௫ ∑௬௡∑௫మ−ሺ∑௫ሻమ  (9) 𝑖݊ݐ݌݁ܿݎ݁ݐሺܾሻ = ݕ̅ −  (10) ݔ̅ݓ
 
The following figure shows a single triangle where 
distances are measures by using lower case alphabets 
to estimate distance between any two disconnected 
points the following equation are proposed in triangle 
model. 
 

ଶݔ  = ଶݕ + ଶݖ − ሺcos𝐴ሻ (11) 𝐴ݖݕʹ = acos ቀ௬మ+௭మ−௫మଶ௬௭ ቁ (12) 

 
Fig. 2 Proposed Block Diagram 

 
The output of MRI scan is taken as input in this 
process, to avoid noise pre-processing techniques 
such as median filter is used. Then the image is 
undergone through triangle mode land to avoid mis-
clusers k-means clustering[3] algorithm is used. 
 

3.7. Proposed Algorithm 
The proposed algorithm is as follows: 

1. The gradient profile pixels xଵ, xଶ, xଷ, ……………… . . x୬ are considered 
and then store that pixel values  into a matrix 
m[i,j]=  xଵ, xଶ, xଷ, ……………… . . x୬. 

2. Then preprocessing technique is applied on 
that image gradient profile pixels,then 
m[i,j] = min(xଵ, xଶ, xଷ, ……………… . . x୬) 

3. The mean of all gradient profile pixels is 
calculated as ,m = ௫భ+௫మ+௫య+⋯………………….+௫𝑛௡ then ݀௫ is calculated, 

which is difference between mid pixel value 
and the mean, h is calculated by finding and 
storing the difference between each pixel 
value and the mean value in a matrix and 
applying maximum function on that matrix. 

4. The gradient magnitude of a pixel x is 
calculateda as   
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mTሺxሻ ={k ∗ dx +  h                        if mean value > ͲͲ                                        otherwise } 

    and the slope is fitted by using    k =min∑ ሺmTሺxሻ − k ∗ dx −  hሻଶxאp  

5. Let yଵ,..........…, yM are N data points in the 
input image, let k be the number of clusters 
which is given by the user. 

6. Choose cluster centres from no.of clusters 
that is c1...ck. 

7. Calculate aloofness between each pixel and 
each cluster centre. 

8. J=|x୧ − c୨| is distance function where  

i=1,…,N and  j=1,…,k, where |x୧ − c୨|,  
denotes  absolute distancebetween x୧and c୨ 
from the respective clusters and data points. 

9. The relation xא C୨  if |x- c୨  |<|x-c୧| where  

i=1,2,…,k, and  i≠j, then distribute data 
points 

10. The  cluster centre is calculated and updated 

using  c୧ = ଵ୫i ∑ xxאci  , where  i=1,…,k, and     m୧  refers  no.of objects in the dataset , 𝐶𝑖 
refers the centre of cluster . 

11. From Step 9 to Step 11 repeat the statements 
until convergence is met. 

12. Apply the triangular model for tumour 
detectionݔଶ = ଶݕ + ଶݖ − ሺcosݖݕʹ 𝐴ሻ 𝐴 = acos ቆݕଶ + ଶݖ − ݖݕʹଶݔ ቇ 

4. RESULTS 

 
Fig. 3 (a) original MRI image (b) Existing Method (c) 
Proposed Method 

 
Fig. 4 (a) original MRI image (b) Existing Method (c) 
Proposed Method 

 
Fig. 5 (a) original MRI image (b) Existing Method (c) 
Proposed Method 

 
Fig. 6 (a) original MRI image (b) Existing Method (c) 
Proposed Method 

 
Fig. 7 (a) original MRI image (b) Existing Method (c) 
Proposed Method 

 
Fig. 8 (a) original MRI image (b) Existing Method (c) 
Proposed Method 

 
Fig. 9 (a) original MRI image (b) Existing Method (c) 
Proposed Method 
 

4.1. Mean Square Error (MSE) and Peak Signal to Noise 
Ratio (PSNR), Root Mean Square Error(RMSE) 
 
The MSE and the PSNR are the two error 
measurements used to compare image compression 
quality. The MSE represents the cumulative squared 
error between the compressed and the original image, 
whereas PSNR represents a measure of the peak error. 
          To compute the PSNR, the block first calculates 
the mean-squared error using the following equation: ܵܯ𝐸 =  ∑ [𝐼ଵሺ݉, ݊ሻ − 𝐼ଶሺ݉, ݊ሻ]ଶெ,ே ܯ ∗ ܰ  

In the previous equation, M and N are the number of 
rows and columns in the input images, respectively. 
Then the block computes the PSNR using the 
following equation: 𝑃ܴܵܰ = ͳͲ ݈݋𝑔ଵ଴ ቆ ܴଶܵܯ𝐸ቇ 

RMSE is estimated by applying the sqrt() to the MSE. 

The equation follows as: 

𝐸ܵܯܴ = √∑ [𝐼ଵሺ݉, ݊ሻ − 𝐼ଶሺ݉, ݊ሻ]ଶெ,ே ܯ ∗ ܰ  

The results are achieved by using Mat-lab tool. 
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Fig. 10 Comparison between existing and proposed 

method of PSNR 

 
Fig. 11 Comparison between existing and proposed 

method of SNR 

 
Fig. 12 Comparison between existing and proposed 

method of MSE 

 
Fig. 13 Comparison between existing and proposed 

method of RMSE 

5. CONCLUSION 
The highly challenging field in image processing is 
medical image processing. The Brain Tumor is a serious 
issue, where several methods had developed to detect the 
tumor.   The surgical planning and treatment planning has 
been done with segmentation of brain in medical field. 
There exists different kinds of systems available for brain 
MR image segmentation for detection of tumor location. 
But because of low resolution images, detection correct 
location of tumor is difficult.  The proposed system 
converts the low resolution image into high resolution 
image by using efficient modified K-mean clustering for 
clear detection of tumor using gradient profile sharpness. 

Further tumor is detected using triangular model. By this, 
the exact location and extent to which the tumor has 
spread can be determined. Also  it can be extended for 
color images and random fields 
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